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Semiconductors, the tiny and highly advanced chips that power modern electronics, have helped give rise to the
greatest period of technological advancement in the history of humankind.

Chip-enabled technology now allows us to analyze DNA sequences to treat disease, model nerve synapses in
the brain to help people with mental disorders like Alzheimer's, design and build safer and more reliable cars
and passenger jets, improve the energy efficiency of buildings, and perform countless other tasks that improve
people’s lives.

During the COVID-19 pandemic, the world has come to rely more heavily on semiconductor-enabled technology to
work, study, communicate, treat illness, and do innumerable other tasks remotely. And the future holds boundless
potential for semiconductor technology, with emerging applications such as artificial intelligence, quantum
computing, and advanced wireless technologies like 5G and 6G promising incalculable benefits to society.

Fulfilling that promise, however, will require taking action to address a range of seismic shifts shaping the
future of chip technology. These seismic shifts—identified in The Decadal Plan for Semiconductors by a broad
cross-section of leaders in academia, government, and industry—involve smart sensing, memory and storage,
communication, security, and energy efficiency. The federal government, in partnership with private industry,
must invest ambitiously in semiconductor research in these areas to sustain the future of chip innovation.

For decades, federal government and private sector investments in semiconductor research and development
(R&D) have propelled the rapid pace of innovation in the U.S. semiconductor industry, making it the global
leader and spurring tremendous growth throughout the U.S. economy. The U.S. semiconductor industry invests
about one-fifth of its revenues each year in R&D, one of the highest shares of any industry. With America

facing increasing competition from abroad and mounting costs and challenges associated with maintaining the
breakneck pace of innovation, now is the time to maintain and strengthen public-private research partnerships.

As Congress works to refocus America’s research ecosystem on maintaining semiconductor innovation and

competitiveness, The Decadal Plan for Semiconductors outlines semiconductor research priorities across the

seismic shifts noted above and recommends an additional federal investment of $3.4 billion annually across
these five areas.

Working together, we can boost semiconductor technology and keep it strong, competitive, and at the tip of
the innovation spear.

Sincerely,
John Neuffer Todd Younkin
President & CEO President & CEO

Semiconductor Industry Association (SIA) Semiconductor Research Corporation (SRC)



Executive Summary

The U.S. semiconductor industry leads the
world in innovation, based in large part

on aggressive research and development
(R&D) spending. The industry invests nearly
one-fifth of its annual revenue in R&D each
year, second only to the pharmaceuticals
sector. In addition, Federal funding of
semiconductor R&D serves as the catalyst
for private R&D spending. Together,

private and Federal semiconductor R&D
investments have sustained the pace of
innovation in the U.S., enabling it to become
the global leader in the semiconductor
industry. Those R&D investments have
nurtured the development of innovative and
commercially viable products, and as a direct
result, have led to a significant contribution
to the U.S. economy and jobs.

The current hardware-software (HW-SW)
paradigm in information and communication
technologies (ICT) has made computing
ubiquitous through sustained innovation
in software and algorithms, systems
architecture, circuits, devices, materials,
and semiconductor process technologies
among others. However, ICT is facing
unprecedented technological challenges
for maintaining its growth rate levels

into the next decade. These challenges
arise largely from approaching various
fundamental limitations in semiconductor
technology that taper the otherwise

Semiconductor Industry Impact

Hardware, Software,
IT Services, Cloud, Telecommunications

A~

>$400 Billion

Semiconductor Industry

necessary generational improvements in the energy-efficiency with
which information is processed, communicated, stored, sensed

and actuated on. Long term sustainable ICT growth will rely on
breakthroughs in semiconductor technology capabilities that
enable holistic solutions to tackle information processing efficiency.
Disruptive breakthroughs are needed in the areas of software,
systems, architectures, circuits, device structure and the related
processes and materials that require timely and well-coordinated
multidisciplinary research efforts.

This Decadal Plan for Semiconductors outlines research priorities
in information processing, sensing, communication, storage, and
security seeking to ensure sustainable growth for semiconductor
and ICT industries by:

* Informing and supporting the strategic visions of semiconductor
companies and government agencies

» Guiding a (r)evolution of cooperative academic, industry and
government research programs

 Placing ‘a stake in the ground’ to challenge the best and brightest
researchers, university faculty and students



The Semiconductor Industry Association (SIA) June 2020 report' demonstrates that federal investment in semiconductor
R&D spurs U.S. economic growth and job creation and presents a case for a 3x increase in semiconductor-specific federal
funding. For every dollar spent on federal semiconductor research has resulted in a $16.50 increase in current GDP.

The Decadal Plan for Semiconductors complements this report and identifies specific goals with quantitative targets.
It is expected that the Decadal Plan will have a major impact on the semiconductor industry, similar to the impact of
the 1984 10-year SRC Research Goals document that was continued in 1994 as the National Technology Roadmap for
Semiconductors, and which later became the International Technology Roadmap for Semiconductors in 1999.

Trends and drivers

Currently information and communication technologies are facing five major seismic shifts:

Seismic shift #1
Fundamental breakthroughs in analog hardware are required to generate smarter world-machine interfaces that can sense,
perceive and reason

Seismic shift #2
The growth of memory demands will outstrip global silicon supply presenting opportunities for radically new memory and
storage solutions

Seismic shift #3
Always available communication requires new research directions that address the imbalance of communication capacity vs.
data generation rates

Seismic shift #4
Breakthroughs in hardware research are needed to address emerging security challenges in highly interconnected systems and
Artificial Intelligence

Seismic shift #5
Ever rising energy demands for computing vs. global energy production is creating new risk, and new computing paradigms
offer opportunities with dramatically improved energy efficiency

The Grand Challenge

Information and communication technologies make up over 70% of the semiconductor market share. They continue to grow
without bounds dominated by the exponential creation of data that must be moved, stored, computed, communicated, secured
and converted to end user information. The recent explosion of artificial intelligence (Al) applications is a clear example, and as
an industry we have only begun to scratch the surface.

Having computing systems move into domains with true cognition, i.e., acquiring understanding through experience, reasoning
and perception is a new regime. This regime is unachievable with the state-of-the-art semiconductor technologies and
traditional gains since the reduction in feature size (i.e., dimensional scaling) to improve performance and reduce costs in
semiconductors is reaching its physical limits. As a result, the current paradigm must change to address an information and
intelligence-based value proposition with semiconductor technologies as the driver.

'Sparking Innovation: How Federal Investment in Semiconductor R&D Spurs U.S. Economic Growth and Job Creation, SIA Report, June 2020



Call to Action: Semiconductor
Technology Leadership
Initiative

Maintaining and strengthening the leadership of the United
States in ICT during this new semiconductor era requires

a sustained additional $3.4B federal investment per year
throughout this decade (i.e. tripling Federal funding for
semiconductor research) to conduct large-scale industry-
relevant, fundamental semiconductor research. (The Decadal
Plan Executive Committee offered recommendations on
allocation of the additional $3.4B investment per year among
the five seismic shifts identified in the Decadal Plan. The basis of
allocation is the market share trend and our analysis of the R&D

requirements for different semiconductor and ICT technologies).

The investments through new public-private partnerships
must cover a wide breadth of interdependent technical areas
(compute, analog, memory/storage, communications, and
security) requiring multi-disciplinary teams to maintain U.S.
semiconductor technology leadership.

These investments need to be organized and coordinated to
support a common set of goals focused on market demand to
provide technologies which enable new commercial products
and services over the course of the program. The Decadal
Plan has identified five seismic paradigm shifts required to
accomplish this overarching Grand Challenge.

The Decadal Plan serves as a blueprint for policymakers

who recognize this challenge and seek guidance on areas of
research emphasis for scientific research agencies and public-
private partnerships.

Semiconductor Technology Breakthroughs Rely On

Holistic Optimal Solutions
Driven by Hardware/Software Co-Optimization

Software

Algorithms

Architectures;

~Circuits: -

~ Devices;

Structures
Materials

Interlocked Multidisciplinary Research

Electrical

4 Engineering

Biology

Material ~Mechanical Computer

Science  Engineering  Science

Physics Chemistry
Computer
Engineering
Neuroscience




Introduction

Currently information and communication technologies are facing five major seismic shifts:

Seismic shift #1 Fundamental breakthroughs in analog hardware are required to generate smarter world-machine
interfaces that can sense, perceive and reason.

Seismic shift #2 The growth of memory demands will outstrip global silicon supply presenting opportunities for radically
new memory and storage solutions.

Seismic shift #3 Always available communication requires new research directions that address the imbalance of
communication capacity vs. data generation rates.

Seismic shift #4 Breakthroughs in hardware research are needed to address emerging security challenges in highly
interconnected systems and Artificial Intelligence.

Seismic shift #5 Ever rising energy demands for computing vs. global energy production is creating new risk, and new
computing paradigms offer opportunities with dramatically improved energy efficiency.

To support the Decadal Plan development, an international series of five face-to-face workshops was conducted to assess
quantitatively each seismic shift, assign targets, and suggest initial research directions. Participants and contributors to these
workshops include academic, government and industrial domain experts. The output of these workshops has guided the
recommendations in the 2030 Decadal Plan for Semiconductors.

These workshops provided highly interactive forums where key research leaders could evaluate the status of nanoelectronics research
and application drivers, discuss key scientific issues, and define promising future research directions. This is instrumental for the
published version of the 2030 Decadal Plan for Semiconductors to reflect an informed view on key scientific and technical challenges
related to revolutionary information and communication technologies, based on new quantitative analyses and projections.

The primary objectives of the Decadal Plan include

« Identify significant trends and applications that are driving Information and Communication Technologies and the
associated roadblocks/challenges.

* Assess quantitatively the potential and status of the five seismic shifts that will impact future ICT.

« Identify fundamental goals and targets to alter the current trajectory of semiconductor technology.

The Decadal Plan provides an executive overview of the global drivers and constraints for the future ICT industry,
rather than to offer/discuss specific solutions: The document identifies the what, not the how. In doing so,

it focuses and organizes the best of our energies and skills to the key challenges in a quantitative manner
about which creative solutions can be imagined and their impact measured.



Acronym Definitions

3GPP
5G
5GPoA
6G

6G
n-v

pYAY

ACC
ADAS
ADC or A/D
AEB
AES
AFE
AFR

Al

aJ
AMS
ANN
AR/VR
ASCR
ASIC

BaFe
BAG2

BEOL
BER
BIST
BITS

bits/s, bps,
Mbps

BS
BSD
BSP
BW

CAD
CBRAM
CCIX
CFR
CGS
Class A
Class B

3rd Generation Partnership Project
fifth generation wireless technology
5G Point of Attachment

sixth generation wireless technology
sixth generation wireless technology

compound of type Ill and type V elements from
periodic table

Sigma Delta—type of analog to digital converter
summing difference signals

Adaptive Cruise Control

Advanced Driver-Assistance System
Analog to Digital Converter
Automatic Emergency Braking
Advanced Encryption System
Analog Front End

Annual Failure Rate

Artificial Intelligence

attojoule (10-18 joules)

Analog Mixed Signal

Artificial Neural Network
Augmented Reality/Virtual Reality
Advanced Scientific Computing Research

Application Specific Integrated Circuit

Barium Ferrite material

Berkeley Analog Generator—2nd generation from UC
Berkeley

Back End of Line—in semiconductor process

Bit Error Rate

Built in Self Test

Binary Information Throughput (in bits per second)

Bits per second or Million bits per second

Base Station

Blind Spot Detection

Bulk Synchronous Programming Model
bandwidth

Computer Aided Design

Conductive Bridging Random Access Memory
Cache Coherent Interconnect For Accelerators
Crest Factor Reduction

capacitance from transistor gate to source
amplifier circuit with continuous conduction

amplifier circuit with switching conduction—positive
and negative

CMOS
COoTS
CNN
CPRI
CPU
cs
CTA
CTE
CXL

DAC
dB
DDR
DARPA
DFT
DNN
DRAM
DRR
DMR
DNA
DNS
DOE
DPD
DPPM
DSL
DSP

EAMR
ECID
ECRAM
EDA
EDFA
EEPROM
EIRP
ENOB
eNVM
ET

EVM

FDM
FeFET
fF

FFT
FinFET
fJ/op
FLOP

Complementary Metal-Oxide-Semiconductor
Commercial Off-The-Shelf

Convolutional Neural Network

Common Public Radio Interface

Central Processing Unit

Compressive Sampling

Cross Traffic Alert

Coefficient of Thermal Expansion

Compute Express Link

Digital to Analog Converter
decibels—logarithm of a ratio
Double Data Rate

Defense Advanced Research Projects Agency
Design for Test

Deep Neural Network

Dynamic Random Access Memory
Data Reduction Ratio

Digitally Modulated Radar
DeoxyriboNucleic Acid

Domain Name System
Department of Energy

Digital Pre-Distortion

Defective Parts Per Million
Domain-Specific Languages

Digital Signal Processing

Energy Assisted Magnetic Recording

Exclusive Chip Identification

Electro Chemical Random Access Memory

Electronic Design Automation

Erbium-doped Fiber Amplifier

Electrically Erasable Programmable Read Only Memory
Effective Isotropic Radiated Power

Effective Number of Bits

embedded Non-Volatile Memory

Envelope Tracking

Error Vector Magnitude

Frequency Division Multiplexing

Ferroelectric Field Effect Transistor

femto Farad—capacitance measure 10'° Farad
Fast Fourier Transform (signal analysis)

field effect transistor built as a “fin” vertically
femto (10'%) Joule per operation

Floating Point Operation



FoM
FPAA
FPGA
FRESCO
FSO

r:T

FTE
FTTH

HAMR
HBM
HBT
HD
HDC
HDD
HEMT
HFO,
HIVA
HPC
HTTP
HVAC
HW

IAB

ICT
ICM

maximum oscillation frequency or power gain frequency
Frequency Modulated Continuous Wave (radar)

Figure of Merit

Field Programmable Analog Array
Field-Programmable Gate Array

Frequency-stabilized coherent optical

Free Space Optical

transition frequency where current gain is zero

Full Time Equivalent (engineering resource personnel)

Fiber to the Home

gate all around technology
Gallium Nitride—transistor material

transconductance or current dependence on gate
voltage

transistor output conductance
Gallium Arsenide Antimonide material
Giga Byte

Gigabits Per Second

Graphics Double Data Rate
giga-hertz (10°)

Graph Neural Network

Global Positioning System
Graphics Processing Unit
Giga-Samples per second (10°)
Giga Watt (10°)

Heat-Assisted Magnetic Recording

High Bandwidth Memory
Hetero-junction Bipolar Transistor

High Dimensional

High Dimensional Computing

Hard Disk Drive

High Electron Mobility Transistor
Hafnium Oxide material
Hardware-Intensive Virtualization Architecture
High Performance Computing

Hyper Text Transfer Protocol

Heating, Ventilation and Air Conditioning

Hardware

Integrated Access and Backhaul

Integrated Circuit

Information and Communication Technologies
In Compute Memory

transistor drain current

IDS
IEEE
lioT
IMC
IMDD
InGaAs
InP

1/0

loT

IP or IP block
IPS

KGD

LCA
LDE
LED
LEO
LiFi

LNA
LO

LOS
LPDDR
LTE
LTO

M2M
MEC
MEMS
MESO
MID
MIEC
MIMO
MIST
MIT
ML
MLC
MOS
mm-Wave
MRAM
mMTC
Mw
mw

transistor drain to source current

Instituted of Electrical and Electronics Engineers

Industrial loT

Integrated Memory Controller

Intensity Modulation Direct Detection
Indium Gallium Arsenide material

Indium Phosphide material
Input / Output

Internet of Things

semiconductor Intellectual Property core

Instructions per Second
Joule

Known Good Die

Lane Change Assist
Layout Dependent Effects

Light Emitting Diode
Low Earth Orbit

Light Fidelity—wireless optical communication

technology

Low Noise Amplifier

Local Oscillator

Line of Sight

Low Power Double Data Rate

Long Term Evolution—wireless standard

Linear Tape Open

Machine to Machine

Multi-access Edge Computing

Micro- electromechanical systems
Magnetoelectric spin-orbit

Mobile Infrastructure on Demand
Mixed lonic-Electronic Current
Multiple-Input and Multiple-Output
Molecular Information Storage
Metal-Insulator Transition

Machine Learning

Multiple Level Cells

Metal Oxide Semiconductor material system
millimeter wave

Magnetic Random Access Memory
massive Machine Type Communication
mega watt power (108 watts)

milli watt power (107 watts)



Acronym Definitions

NAND flash  highest-density silicon-based electronic nonvolatile

memory
NEP Noise Equivalent Power

NF Noise Figure

NFC Near Field Communications

nJ nanojoule (10-9 joules)

NLoS Non Line of Sight

nm nano meter (10-9 meters)

NMOS n-channel Metal-Oxide-Semiconductor transistor
NMR Nuclear Magnetic Resonance

NVM Nonvolatile Memory

OAM Optical Angular Momentum

OFC Optical Frequency Comb

ORNL Oak Ridge National Laboratory

OTA Over-The-Air

ovs Ovonic Threshold Switch

P2P Pear to Pear

PA Power Amplifier

PAE Power Added Efficiency

PCB Printed Circuit Board

PCM Pulse-Code Modulation

PCRAM Phase Change Random Access Memory (also PCM)
PDM Polarization-Division Multiplexing
Petaflops 10 floating point operations per second
PHY Physical Layer

PKI Public Key Infrastructure

PLC Programmable Logic Control

PLL Phase Locked Loop

PPM Parts Per Million

PRBS Pseudo-Random Binary Sequence

PRD Priority Research Direction

PQC Post-Quantum Cryptography

PUF Physical Unclonable Function

pW/vHz pico Watt(10'?) per square root of Hertz
PZT Lead-Zirconia Titanate material

QAM Quadrature Amplitude Modulation

QO0S Quality Of Service

QKD Quantum Key Distribution

QLC Quad-Level Cell

QPSK Quadrature Phase Shift Keying

10

R&D
RAID
RAM
RAT
RDMA

ReRAM,
RRAM

RF
RFFE
RFIC
RFSOI

RGB
RLC
RoT
RRH
RRM
RSA

RTL

SAR
SCM
SDR
SEC
Si

SIA
SiGe
SIMO
SiP
SiOx
SMF
SMR
SNN
SNR
SoC
SOT
SPICE
SRAM
SrFe
SRC
SSD
STT-RAM
SW

Research and Development
Redundant Array Of Inexpensive Disks
Random Access Memory

Radio Access Technology

Remote Direct Memory Access

Resistive Random Access Memory

Radio Frequency
Radio Frequency Front End
Radio Frequency Integrated Circuit

Radio Frequency Silicon on Insulator, specialized
semiconductor process for RF chips

Red Green Blue

Resistance, Inductance(L), Capacitance
Root of Trust

Remote Radio Head

Radio Resource Management

(Rivest-Shamir-Adleman) is a cryptosystem that is
widely used for secure data transmission

Register-transfer Level is a design abstraction which
models digital circuits

Successive Approximation Register type of ADC
Software Configuration Management
Software Defined Radio

Statistical Error Compensation

Silicon material

Semiconductor Industry Association

Silicon Germanium material for transistor
Single Input Multiple Output

System in Package

Silicon Oxide material

Single Mode Fiber

Shingled Magnetic Recording

Spiking Neural Network

Signal to Noise Ratio

System on Chip

Spin Orbit Torque

transistor / component level simulation program
Static Random Access Memory

Strontium Ferrite material

Semiconductor Research Corporation

Solid State Drive

Spin Transfer Torque Random Access Memory

Software



Tbps Terabit-per-second

TCB Trusted Computing Base

TCO Total Cost Of Ownership

TEE Trusted Execution Environments

TFET Tunneling Field Effect Transistor

THz Terahertz (10%?)

TLC Trust Level Control

TOPS Tera Operations per Second (10"?)

TPM Technological Protective Measures

TPU Tensor Processing Unit

TCP Transmission Control Protocol

TSV Through-Silicon-Vias

TX Transmitter

uwB Ultra Wideband (communication)

UWBG Ultra Wide Band Gap (transistor technology)

V2V Vehicle to Vehicle

VCO Voltage Controlled Oscillator

VCMA Voltage Controlled Magnetic Anisotropy

VDD Positive supply voltage (CMOS IC)

VDSat Transistor drain voltage where output current versus
gate voltage flattens ou

VGS Voltage between gate and source of transistor

VLSI Very large scale integration

VM Virtual Machine

VMM Vector Matrix Multiplier

VR Virtual Reality

WLAN Wireless Local Area Network

WDM Wavelength Division Multiplexing

xHaul Transport network for 5G

XPoint Cross Point

Zettabyte 1021 bytes
ZF Zero Forcing
ZIF Zero Frequency IF (Intermediate Frequency)

ZIPS 10%' compute instructions per second



Chapter 1

New Trajectories for Analog
Electronics

Seismic shift #1

Fundamental breakthroughs in analog hardware are
required to generate smarter world-machine interfaces
that can sense, perceive and reason.

1.1. Executive Summary

Analog electronics deals with real-world continuously variable
signals of multiple shapes (in contrast to digital electronics
where signals are usually of standard shape, taking only

two levels, ones or zeros). The analog electronics domain
encompasses multiple dimensions as shown in Figure 1.1.
Also, all inputs humans can perceive are analog, which calls
for bio-inspired solutions for world-machine interfaces that
can sense, perceive, and reason based on ultra-compressed
sensing capability and low operation power (Figure 1.2).

This extends to real-world interfaces such as communication
channels (wired or wireless), machine and infrastructure
sensing and control, as well as environmental, diagnostics,
and converting various sources of nature-produced energy to
useable power. The physical world is inherently analog and

12 Grand Challenge Challenge

the “digital society” drives increasing demand for advanced
analog electronics to enable interaction between the
physical and “cyber worlds.”

Sensing the environment around us is fundamental to the next
generation of Al, where devices will be capable of perception and
reasoning on sensed data that is more stochastic in the presence
of noise, as opposed to exact digital precision. In fact, the human
brain operates in such a manner, as more of a massive parallel
analog computation engine. The world-machine interface lies
at the heart of the current information-centric economy. As
one example, the next wave of the advanced manufacturing
revolution is expected to come from next-generation analog-
driven industrial electronics, that includes sensing, robotics,
industrial, aukomotive, medical etc. For mission-critical
applications, the reliability of electronic components is a priority.

The estimated total analog information generated from

the physical world across an estimated 45 trillion sensors in
2032 is equivalent to ~10?° bit/s. As a reference, the total
collective human sensory throughput pales at ~10"” bit/s. Thus,
our ability to perceive the physical world is significantly
limited and a significant paradigm shift towards extracting
key information and applying it in an appropriate way is

Trend Promising Technology



Computation

Data conversio

Physical
World
Interfaces

Analog
Electronics

Instrumentation

Figure 1.1: The Dimensions of Analog Electronics

necessary to harvesting the data revolution. Additionally, the
massive amounts of data from sensors cannot be transmitted
to the cloud For processing due to limits of communications
capacity, energy and timeliness of information.

Call for action

The analog interface bridges the physical and digital

worlds. Our collective ability to access the information of

the physical world through analog signals is 10,000 trillion
times below what is available, and radical advances in

analog electronics will be required soon. New approaches

to sensing such as sensing to action, analog “artificial
intelligence” (Al) platforms, brain inspired/neuromorphic
and hierarchical computation, or other solutions will be
necessary. Breakthrough advances in information processing
technologies, such as developing perception algorithms to
enable understanding of the environment from raw sensor
data, are a fundamental requirement. New computing
models such as analog “approximate computing,” which can
trade energy and computing time with accuracy of output
(presumably how the brain does) are required. New analog
technologies will offer great advancements in communication
technologies. The ability to collect, process and communicate
the analog data at the input/output boundaries is critical to
the Future world of 10T and Big Data. Additionally, analog
development methodologies require a step increase (10x or
greater) in productivity to address the application explosion
in a timely manner. Altogether, collaborative research to
establish revolutionary paradigms for future energy-efficient

Conscious bits
100 bps

Figure 1.2: The brain’s ability to perceive and reason is
based on ultra-compressed sensing capabilities with
100,000 data reduction and a low operation power

analog integrated circuits for the vast range of future data
types, workloads and applications is needed.

The Analog Grand Goal is for revolutionary technologies to
increase actionable information with less energy, enabling
efficient and timely (low latency) sensing-to-analog-to-
information with a practical reduction ration of 10°:1.

Invest $600M annually throughout this decade in
new trajectories For analog electronics. Selected
priority research themes are outlined below.

Decadal Plan for Semiconductors workshop was held on
“New Trajectories for Analog Electronics” to address this
Grand Goal. The workshop was organized by and held with
experts from academia, industry, and government labs, and it
consisted of five sessions:

< Analog ICT Systems Fundamentals, Challenges, and
Application Drivers

Intelligent Sensors: Sensing to Action

Analog in the THz Regime
* Analog in Machine Learning at the Edge
» Analog Design Productivity and Predictability

The remainder of this chapter on New Trajectories for
Analog Electronics covers these sessions in more detail

The Decadal Plan Executive Committee offered recommendations on allocation of the additional $3.4B investment among the five seismic shifts identified in
the Decadal Plan. The basis of allocation is the market share trend and our analysis of the R&D requirements for different semiconductor and ICT technologies.

Grand Challenge Challenge

Trend Promising Technology 13



and includes resulting research
direction recommendations. In the
end it becomes obvious that a holistic
approach is required to achieve such
an aggressive goal and leverage
ALGORITHMS

analog technology to better interface
with and “make sense” of the real

. ARCHITECTURES
world, as well as make effective use
of the information that the real world
provides. Co-design of such future iy

microelectronics systems was called out

DEVICES AND
CIRCUITS

as a key element in the “Basic Research
Needs for Microelectronics” report
published by the Department of Energy
Office of Science Workshop in 2018".
This involves evaluating all technology

MATERIALS AND
CHEMISTRY

levels, from materials through systems,
which all entail analog electronics

and microsystems, as well as digital
processing and software (Figure 1.3).

Figure 1.3: Holistic approach required to achieve future analog goals and

leverage analog technology for better real-world interface’ (courtesy of DoE)

1.2. Analog ICT Systems: Fundamentals, Challenges, and

Application Drivers

Overview and Needs

While nobody can predict how ICT will develop in the future,
it is worthwhile to explore best-case scenarios that are bounded
only by what is technically possible. Analog information and
communication technologies (ICT), which sense and interface
to the real world, support daily social life and economic
activities. This section identifies fundamental limits and
provides an open forum for brainstorming unserved and
future applications with their corresponding implications

for the semiconductor industry. Furthermore, new emerging
analog solutions are discussed in the context of the
application space they enable or the trendline in energy,
bandwidth, etc., that they dramatically alter. All signals are
fundamentally analog waveforms and restricted by analog/
physics limitations. In many cases, analog signal processing

is more effective and efficient for preparing signals for
interpretation by further digital processing.

For many Analog ICT system drivers, the prime research direction
is increasing bandwidth for future 6G wireless networks, data
centers, remote medicine, and beamformers for wideband radar,
which demand faster Analog-to-Digital Conversion.

14 Grand Challenge Challenge

Further downstream, demanding specifications of denser and
more power-efficient memory have driven 3D architectures

in Very Large System Integration (VLSI), which face their own
interesting tests of cost and heat management. Figure 1.4
shows the roadmap for transitions in FinFET and gate-all-around
(GAA) transistor design for storage devices which yield better
channel control and, hopefully, eliminate bottleneck design rules.
Other 3D approaches embrace “heterogeneous” integration for
more efficient and effective processing of information.

One fundamental question is how innovation in analog
electronics can help with today’s advanced computing

and information processing paradigms. This demands a
much deeper appreciation of device scaling, efficient signal
processing, and circuit architectures that can be incorporated
in high-speed machine interfaces. There is an even

greater need for understanding tradeoffs between power
consumption and other desirable metrics like high gain, noise,
leakage, and reduced supply interference. One set of device-
level tradeoffs are visualized in Figure 1.5, considering an
ideal NMOS transistor3.

Trend Promising Technology



>2020: 2.5D/3D fine-pitch assembly + stacking

>
Lateral GAA 3D VLSI
2022->2034 2030->2034
FinFET Vertical GAA
2011-2022 (complimentary to LGAA)
2027->2034

* Elimination of bottleneck design

' Incre:s"mg ;!._.r‘we oy rules for efficient 3D architectures * Sequential integration/fine-pitch
. Better ;ﬂ:ﬂd i {e.g. memory-on-logic) stacking (e.g. logic, memory,
psiadriing w@""'m“"‘ o * Better channel control w/ thin films NVM, analog, I0, RF, sensors)
* Use cases: SRAM, memory selector,
= Increasing drive by cross-bar switches, etc.
stacked devices
* Better channel control for
better perf-power

* Reduced footprint stdcell

Figure 1.4: Roadmap for evolution of 3D VLSI transistors and architecture? (courtesy of Gabriele Manganaro, Analog Devices)
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Figure 1.5: An instance of tradeoffs encountered in MOS device scaling? (courtesy of Peter Kinget, Columbia University)
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As progression is made toward smaller nodes while

power efficiency increases, the improvements in gain and
transition frequency have reduced drastically (limiting use
for wireless communication). It should also be noted that
power-supply voltage cannot be arbitrarily reduced because
of the implications on signal distortion and noise constraints
from preferred modes of operation (Class A, Class B, etc.).

Newer circuit architectures will assist in supply-voltage
scaling. For example, Operational Amplifiers (Op-Amps),
conventional V scaling runs into smaller output swings,
o) @nd larger noise
consumption in noise-limiting first-stages. Alternative
structures, such as switched-mode topologies, may be
implemented to achieve rail-to-rail output, low output

higher saturation voltages (V

impedance, and greater bandwidth.

Future design iterations are underway on three fronts. The
first is better analog-to-digital conversion, which circumvents
problems with bandlimited analog signals by efficient
oversampling and quantization. The second is conversion

of information in sparse analog signals to digital data by
compressive sampling (CS). The third is feature extraction
from analog signals, aided by machine-learning, when the
frequency of the feature is less than the maximum frequency
content of the signal. One application of compressive
sampling using a single-pixel camera for fast-spectrum
scanning is shown in Figure 1.6°.

Sensors and Actuators for the next decade

The mobile phone economy is driven largely by cost, size,
performance, and bandwidth. Critical to the success of the
handset’s GPS navigation, optical and electronics image
stabilization and fingerprint authentication is robust sensor
design. Sensitivity and accuracy grew tenfold in the past
five years while power, cost, and size have reduced to a
fifth in that time®. These trends are expected to continue.
The fusion of physics and artificial intelligence in on-device
computing has made possible better designs in MEMS-based
accelerometers, gyroscopes, ultrasonic fingerprint sensors,
biometric sensors, and microphones, to name a few. The
integration of all these sensors make for seamless execution
of activities like navigation dead-reckoning, stability control,
impact detection, adaptive lighting, image stabilization,

and traction control. Better sensor performance would
imply higher SNR, higher dynamic range and a less-than-
1mW power consumption regime. It is also desirable to
fabricate these in a <55 nm node and use ultra-small and
environment-proof packaging. Sensors and actuators with
associated signal processing are a key focus of Intelligent
Sensing discussed in section 1.3.

High-Yielding and High-Performance ADCs in
Sub-16nm Process Technologies

The need for faster Analog-to-Digital Converters (ADC) can
be contextualized with an example. In a Digitally Modulated
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Figure 1.6: Fast-spectrum scanning using compressive sampling? (courtesy of Peter Kinget, Columbia Unversity)
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Radar-based (DRM-based) automotive radar system, a (digital)
Pseudo-Random Binary Sequence (PRBS) modulates the

phase of a continuous-wave signal (~79GHz) that is then
transmitted as the range-finding signal. The PRBS is designed
to enable both unambiguous range (sequence length) and
range resolution (pulse-width bandwidth) while also providing
excellent immunity to interference. The reflected signal is then
received, sampled by an ADC, correlated, and accumulated in
real time to determine the target range. Finally, the velocity is
determined via an FFT calculation. This scheme is simple but
requires extremely fast signal processing of the multi-GHz ADC
output data by the correlator and accumulator, in contrast to
FMCW-based radar. Computational speed requirements are
even greater when MIMO-based beamforming is applied to
increase range and angular resolution. The difficulty arises
when the received PRBS signals must have very high bandwidth
(2-5 GHz) and correspondingly high sampling-rate (4G Sample/
second to 10GS/s) ADCs that must also contend with non-
idealities of jitter, skew, noise, etc. The situation is further
complicated by the need to process (i.e., correlate, accumulate,
and do the FFT calculation) the multi-GHz ADC output data

in real time on the same die as the ADC. This requirement

for GHz signal processing of the ADC output data requires a
state-of-the-art CMOS process technology (i.e. 16nm or less)
which in turn drives the need for ADCs implemented in the
same sub-16nm process. One example of the architecture of a
DMR-based transceiver implemented in a 28nm CMOS process
technology and capable of significant processing gain (> 70 dB)*.
The performance of this transceiver was indeed limited by

the achievable digital signal processing rate of the 28nm
technology used, thereby providing direct evidence of the need
for ADCs implemented in faster CMOS process technologies.

Given the critical need for GS/s ADCs in sub-16nm

process technologies for commercial applications such

as the presented DMR-based automotive radar, thereis a
corresponding critical need for research in this area. At this
point, much of the published research on GS/s ADCs being
carried out at universities is driven by pressure to ground
their ADC research on commonly used figures of merit based
solely on power, effective number of bits (ENOB), and sample
rate. But these completely ignore critical application-based
requirements (e.g., interference, temperature range, cost,
etc.) that are essential for real-life use. Therefore, application-
oriented, fit-For-purpose ADCs must be designed to be
manufacturable in high-volume production, meeting
extreme environmental temperature ranges and reliability
requirements, while also maintaining good FoMs. So, both
university-based and industrial research into GS/s ADCs must
be redirected with this goal in mind. In turn, this goal will
require universities, industry, and funding organizations,
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such as SRC, DARPA, NSF, etc., to partner together to enable
consistent access to sub-16 nm processes going forward.

Better Power Electronics with GaN and Beyond

Every electronic system or component requires power that is
converted from various sources. The growing pervasiveness
of electronics in everything is driving up energy use and
necessitates higher efficiency. Additionally, density is becoming
more critical for everything from mobile devices to data
centers, with power being challenged by the volume of basic
components such as inductors and capacitors. Focus on new
innovative solutions to address these needs is required to
address the size, cost and efficiency of power conversion.
A holistic approach to the power chain provides opportunity
for more optimum solutions, from fundamental devices/
components to topologies and overall power-chain architectures.

The Baliga high-frequency figure-of-merit is an important metric
for power semiconductor devices operating in high-frequency
circuits®. This FoM predicts that the power losses incurred in the
power device will increase as the square root of the operating
frequency, and approximately in proportion to the output
power. This power loss can be reduced by using semiconductors
with larger mobility and critical breakdown electric field.
Gallium Nitride (GaN) devices have been found to have low gate
capacitance and low on-resistance and, thereby, reduce gate
driver losses and improve on this metric. In applications like
wireless power transfer and autonomous cars, techniques like
Envelope-Tracking, when used efficiently in power converters,
reduce wastage of energy by heat dissipation’.

Also, GaN devices are now being integrated at higher
levels of hierarchy in Integrated Circuits. These include
Monolithic Gate Drivers and Switches, Power System

on Chip, Power System in Package (PowerSiP), and

Power and Active Interposers with integrated voltage
regulators. Particularly, PowerSoC will enable integration of
controller, gate drive, sensing, protection, and inductors (or
transformers). Integrated Voltage Regulators can provide
significant benefits for VLSI systems in terms of on-chip area,
switching frequency, and battery life. A roadmap of current
developments in GaN integration is discussed in®.

Further improvements in substrate technology will help
sustain this trajectory. For example, 200mm GaN-on-silicon
and GaN-on-CTE matched substrates look promising. Also,
Gallium Nitride on Oxide (GaNoX) has superior crystal quality,
which makes it suitable for a wide spectrum of applications
while offering a more attractive price/performance ratio
when compared to SiC (up to 1200V?). It is expected that
GaN transistors will replace silicon power MOSFETs with

a lower-cost and higher-efficiency solution. Overall, Ultra-
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Wide Band Gap (UWBG) devices for further efficiencies

and power density is highlighted in PRD 5 of the “Basic
Research Needs for Microelectronics” report published by the
Department of Energy Office of Science Workshop in 2018".

Analog Synaptic Devices for Artificial Intelligence

Bioinspired technology in analog design gives an impetus

to realization of neuromorphic learning and in-memory
computing that could speed up real-time sensor signal
processing. However, deep-learning algorithms in cloud-
based systems are very power-hungry. Edge systems
supporting Internet of Things (IoT) networks perform
computing at the sensor node and consume less power.
Therefore, they are preferable in realizing adaptive transfer
learning. It is here that Emerging Non-Volatile Memories
(eNVMs) capable of 100 Tera-Operations/Second/Watt (TOPS/
watt) find great applications. These devices include Filamentary
and Non-Filamentary Resistive-change RAMS (RRAMs), Phase-
Change Random-Access Memories (PCRAMs), and Ferroelectric
RAMs (FeRAMs). Their structures are shown in Figure 1.7. These
eNVMs should be designed better to yield denser In-Compute
Memories (ICMs), which would increase cipher texts, consume
less energy, and help realize homomorphic encryption.

PCM

- Ferroelectric FETs (FeFETs)
e

)
Filamentary /
O-RRAM ""‘fz'“°é
p-Si (100)

Also, crossbars used in new architecture should ideally

have an efficient analog-to-digital conversion with tunable
precision for each column. New architectures may find
applications in resolving satisfiability (SAT) problems
specific to applications such as crosstalk noise prediction

in integrated circuits, model checking, testing of finite-
state systems, technology-mapping in logic synthesis,

and Al planning and automated reasoning. Here, analog

SAT solvers promise to be more efficient in time, area, and
energy'’. They provide additional means to trade off time
and power by implementing single variable cells or switched
variable capacitors'. Wider research is now underway for
scaling modular parallel circuits and systems for SAT solving
and developing programmable ICM unit cells with local
SRAM and low-energy charge-domain multiply-accumulate
compute elements'®. Additional exploration and study of the
brain’s neural spiking and integration to trigger further spikes,
combined with pseudo-analog memory (single variable cells and
widely parallel), may provide innovation in processing sensor
data for the future. Further discussion of Analog Machine
Learning at the edge is addressed in section 1.5.

Ferroelectric
Metal FETs
(FeMFETs)

-.' ....’.&—

Non-Filamentary RRAM

Figure 1.7: Structures of analog synaptic devices used in Al Engines™ (courtesy of Michael Niemier, University of Notre Dame)

1.3. Intelligent Sensing: Sensing to Action

Overview and Needs

Over the next decade, a “smart society” including smart
factories, smart cities, smart cars and more will become

a reality enabled by increased advances in electronic
technology. Key drivers include energy efficiency, safety,
productivity, flexibility, and health, as well as entertainment
and personalization. Addressing these drivers requires sensing
the real world and taking appropriate action in a timely and
efficient manner. The vast majority of sensors receive analog
inputs from the physical world. Digitizing these signals
creates enormous amounts of raw data, and the data load
is predicted to grow at exponential rates given the sheer
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number of sensors predicted to be deployed. The questions
to be addressed are how, when, and where to process the
data from the growing application of sensors in order to
extract information, gather insights, make decisions, and
take action.

With increasing demand for visual information (security
cameras, vehicle 360 cams, facial recognition, etc.) and higher
resolution, the average data-acquisition rate per sensor has
seen an exponential increase. Data growth from sensors
(Figure 1.8) has been estimated to reach 1BB = brontobyte =
10%" bytes-per-year by 2032, which corresponds to >10% bit/s.
(See Appendix A3 for details.)
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Figure 1.8: World sensor data trend and projection

Analog Sensor Data-Deluge Problems

There are two key issues with this level of data generation:
1) Digesting or effectively using the data output from
sensors toward a smarter society; and 2) Processing the
data efficiently to take appropriate action.

Digesting the data is well beyond human capability in
volume, comprehension, and timeliness. Total human data
consumption is estimated to be ~10"7 bit/s (see Appendix A2),
while the estimated data generation is >1000X over the next
decade. As exponential sensor growth is projected, machine
processing is required to make effective use of the sensors
being deployed.

This leads to the second problem of processing this data to
take appropriate action. As indicated, machine processing

is required, which typically streams data over some
communications medium for processing and sending the
appropriate information back to take action. At the data rates
projected (10?° bit/s), this would require 100MW, assuming
only 1pJ/bit. The most aggressive communication targets from
this Decadal Plan are >100X this level (0.1nJ/bit), resulting in
10GW for communications alone.

Significant change is required if we are to make use of this
projected growth in analog sensor data to address the drive
for a smarter society. A smarter society can better manage
the grid infrastructure in real time and on microgrid scale
(including the dynamics of renewable energy), provide
flexible/efficient manufacturing with improved yields, and
improve building efficiency through lighting and HVAC
systems that track need rather than predetermined programs.

Grand Challenge Challenge

Key to addressing the analog data deluge is increasing the
capability of the sensor, signal processing, and subsequent
decision-making to take action locally rather than
transmitting data any significant distance for processing
(i.e., to the cloud as an extreme). This “Sensing to Action”
has the objective of optimizing the system partitioning to
manage the amount of data communicated in the system.
There will be a balance of what can realistically be processed
locally regarding power/energy and cost with global
considerations to improve environment and health. This
aligns with a model of fast decision action locally and slower
integrated learning to improve decision making.

Guidance can be taken from the human sensory/processing
system, which generates ~10 Mbits/s via the body’s sensory
systems but consciously only processes <50 bit/s for an
overall “data to information bits” ratio of about 200,000:1.
The brain continues to learn in the background at a slower
rate to enhance the “sensing to action” in the foreground.
Thus, we initially target a metric of similar magnitude
achieving a reduction of “data” to actionable “information
bits” of 100,000:1 or Data Reduction Ratio (DRR).

ADC Only

Ccs

®

Generality

Source Encoding

®

Filter/Classify

®

v

Data Compression
Figure 1.9: Data compression tradeoff (adapted from')

DataBit
Data Reduction Ratio: DRR = _ paaEis
InformationBits
This is highly aggressive and will not be addressed for every
sensing application.

Traditional signal compression is not enough. Compression
typically targets reconstruction of the original signal

and retains some application generality. For cases where
reconstruction is necessary, such as video and audio
entertainment or live video for remote medical diagnosis
and surgery, this solution works well but has been limited to
10x-200x data reduction (Figure 1.9)".
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A paradigm shift in how sensed signal or “information” is
processed is required in order to provide an output (analog

or few bytes) of detected “actionable information” from the
sensed signal. High understanding of the key action objective
is needed, as well as the signal and the associated “detection
entropy”—and thus certainty or robustness. In classical
information theory, Shannon defines the “information entropy”
metric as the absolute minimum amount of storage and
transmission needed for succinctly capturing any information
(as opposed to raw data)'s. Here this concept is being extended
to the minimum actionable output required to take action,
which is detected from sensing. This output could be data

bits (even a single bit) or an analog output signal controlling
driving actuation. To produce an actionable output, system
knowledge will be required, as will consideration of added
intelligence to all system components, from the sensor itself
to analog signal processing, and possibly neural processing
in analog and digital domains. Therefore, overall co-design
will be required, as highlighted in the “Basic Research Needs
for Microelectronics” report published by the Department of
Energy Office of Science Workshop in 2018".

There is also the possibility to sense more things, especially
with the use of more affordable electronics to perform
spectroscopy. The combination of different sensing modalities
(sensor fusion) opens the possibility for better system optimization
and, potentially, much better sensing capability. The way humans
interact with the world is also an area of increased attention
and possibility. Augmented reality and similar technologies will
potentially create different ways for human-machine interaction,
and sensing-to-action is one of the key enabling technologies.

We are on the verge of exploding data from sensors—a
data deluge. Currently the data is neither digestible nor
practical to transmit any meaningful distance. The need for
these sensors for a smart society is established, and there
are multiple application trends growing both the number of
sensors and the amount of data they produce. The amount
of data must be decreased through intelligent reduction by
moving toward a model of “Sensing to Action” to transmit
minimal information bits. An objective of a Data Reduction
Ratio of 100,000:1 on average has been set to address this.
There are multiple areas of research needed to tackle such an
aggressive target, and an initial list has been recommended.

Grand Goal: Analog-to-information compression with a
practical compression ratio of 10°:1

The second session of the “New Trajectories for Analog
Electronic” focused on “Intelligent Sensing: Sensing to
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Figure 1.10: Human body internet and human-centric computing
(courtesy of Jan Rabaey, UC Berkeley¢)

Action,” directly aligning with the preceding discussion.
Following is a summary of invited speakers’ key points,
followed by areas for future research focus.

The keynote from academia’® highlighted distributed
intelligence, including the “Internet of Actions.” Local and
distributed processing enables and provides advantages in latency,
energy efficiency, security/privacy, robustness, and autonomy. This
was highlighted via the human body model (Figure 1.10) and
other biological systems, which are hierarchical but heavily linked
control systems with multiple feedback paths. The key point
was to send only information that is needed, send it as slowly
as possible, and process it locally where possible. Examples
were given of early sensing/processing technology, as well as
processing with the most appropriate technology—analog,
digital and even chemical. Overall, communication costs are high
and processing costs (energy, etc.) are significantly lower’e .

The first industry panelist'” discussed a mobile/portable AR/VR
application that highlighted a need for local processing at very
low power and with multiple sensing modalities to be effective.
Latency and frame rate are critical for a natural human
interface, which requires local performance. A key requirement
to drive technology monolithically is integration for size

and weight, in addition to using board, flex, and package
integration methods such as a triple-stacked sensor example
(pixel+DRAM+logic). System co-optimization is necessary to
satisfy the requirements stressing higher energy cost of
data transfer versus processing"’.

The second panelist was from industry and focused on “accurate
enough” sensing modalities and signal processing, as well as
combining multiple sensors for robust decisions and actions'®.
Additionally, “active sensing” and self-calibration of sensors could
provide additional performance and capability (Figure 1.11).
High value was indicated for sensing and action in industrial/
robotics, automotive, infrastructure, and health/medical
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applications. Also highlighted was the very high “raw data” that
sensors produce and necessary information reduction to action
for efficiency. A specific example included automotive ADAS/
Autonomous multi-sensor images, where the detected object is
the end result and orders of magnitude less “data”"®.

The next panelist was from academia and discussed compressive
sensing, where it works and where it does not work™. Data

can be reduced via sparse/compressive sampling, but post-
processing for reconstruction can be costly from an energy
perspective. Drawing again on biology, sparse processing locally
per the application need has value. The necessity for continued
building-block optimal performance innovation for future
sensing-to-action applications was stressed™.

A fourth panelist, from industry, presented a highly integrated
SoC for loT, which is required for small form factor wearables
and low power?. The need for an “always on” processor to

offload the main processor, allowing duty cycling for power
savings, was highlighted. Customization of the technology
for the application was again stressed, including hardware
accelerators for ML that are customized for low power and
object detection or other functions. NVM and compute in
memory were highlighted as key technology needs?.

The final panelist was from academia?®' and highlighted

the need for effective and efficient human interfaces to
therapeutically address medical conditions. The requirements
include local processing, low power, portability, and human
body compatibility. Learning and adaptability are key
capabilities to make the solution personal and effective. There
are very significant challenges to “nerve interface” in the
brain but opportunities for in-ear sensors as alternatives to
probes while still providing effective “information”. Reference
was also made to human biological processing as a model to
improve such interfaces and therapies?'.
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Figure 1.11: Accurate enough active sensing and calibration (courtesy of Baher Haroun, Texas Instruments'®)
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Figure 1.12: Always-on processor (courtesy of Rashid Attar, Qualcomm?°)
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Figure 1.14: Local and hierarchical intelligent sensing

Fig. 1.14 presents an overview of a sensing-to-action system
that provides a context to the open questions/challenges
outlined below and to the research needs in the following
subsection. The open questions/challenges include:
» “Trillions” of sensors generate redundant and unused “data.”
* Cloud is not the answer.

« Communication is a bottleneck.

» Power to process redundant data is not efficient

« Latency is too long for local control and action

* Intelligent Sensors are needed to drive local and timely action.

Key Areas of Focus and Follow-on Research

Systems solution and co-design approach: This holistic
approach is recommended for the most robust, compact,
energy-efficient, and cost-effective solution. This will require:

* Intelligent sensors and sensor-fusion research—multi-
sensor distributed intelligence

 Applications and system knowledge research
 Hierarchical and distributed exploration/optimization

 Collaborative multi-expertise research projects—Moon
Shot demonstrator platform

« Common goal/objective to drive analog technologies—
can spin out technologies to other applications

» System approach to optimization that crosses boundaries—
sensor, analog processing, digital processing, ML/detection, etc.

» Research most appropriate domain for signal capture—
energy and reduced sensor data rates

Leverage human systems as a model: Significant discussion
evolved around leveraging of human systems to provide only
what is needed with minimal communication via a hierarchical
sensing-to-action solution. This will require:
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 Local sensing to action for many applications, including
“selective” or “detecting” smarter sensors that minimize
further signal processing and power

- Learning and adaptive solutions for improving both
accuracy and efficiency

« Understanding “minimum” performance needed for
robustness—SNR, resolution, number of bits, etc.

* Local feedback (not to cloud) for efficient and timely
sensing to action

» Overlays with ML at the edge and Analog Machine
Learning session

» Heterogeneous sensing—combination and multimodal
sensing fusion

» Research how to have always-on “early detection” of
anomaly in system for further processing

« ML may determine “normal” and set thresholds for
anomaly detect

* Increasing analog designer’s knowledge and understanding
of biology and its interface to our physical world in order to
make a substantial and meaningful impact

Flexible, scalable platform and technology: Due to the wide
range of sensing-to-action applications, there is a need for
a flexible and scalable platform that addresses efficiency
(power and cost). This will require:

» Technologies: memory, sensors, domain matched to signal,
local, power efficiency

» Advanced building blocks research for performance and/or
ultra-low power

* ADC, PLL, DAC, VCO, high speed links, near zero power

* New architectures—time-based, ring amps, noise-
shaping SAR, Switch Cap PA
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 Array-based processing—multi-sensor, multi-modes, beam
processing, forming/detecting

» Can address low-performance sensors with multiple to
improve performance (SNR)

« Multi-sensor design and feedback to sensor for improved
performance, redundancy, and safety

» Heterogeneous sensing—combination and multimodal
sensing fusion

* New devices for high performance or alternate
architectures

« Analog ML in RRAM, MRAM, or other existing and
emerging technologies

« Digital assist w with new advanced digital devices

« Analog Mixed Signal Machine Learning and/or CMOS neural
networks—also highlighted in the Analog in Machine
Learning at the Edge session

 Leverage analytics/machine learning for analog circuit
design—faster, more optimum, less error prone. This is
required to be able to quickly address multiple applications
with predictable and reliable design—also highlighted in
the Analog Design Productivity and Predictability session

Additional topics

 Secure sensors: Security and privacy were raised as a need
(covered in Chapter 4). Local sensing-to-action improves
security simply by reducing the number of attackable
interfaces and communications ports.

* How to detect if sensor is “spoofed”—part of anomaly
detection

» Need for methods to balance privacy and security with
the public good—especially when associated with cyber-
biological interfaces and sensing

« Advance human-machine interface: In order to be more
autonomous, local, and mobile, new human interfaces will be
needed, especially for on-body and intra-body applications.

» For VR/AR—not today’s keyboard/mouse/screen

* For health—on-body or internal sensing and action—
including neural interface

« Moon Shot collaborative projects: leverage low-cost parts
for system solution

» E-nose or E-taste intelligent sensor

 Active biomedical: modulate treatment based on sensing
(Parkinson'’s, pancreas, cancer, Alzheimer’s)

* Wearable AR/VR all-the-time solutions—FB vision
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1.4. Analog in the THz &
Optical regime

Overview and Needs

Analog interfaces continue to expand in level of performance
to enable new and important communications and sensing
modalities. Overall communications challenges are covered in
the specific Communications chapter later in this report. One
vector is toward higher frequencies from 10s of GHz to THz
and optical wavelengths for improved sensing applications.
Electromagnetic waves typically in a range of 300 GHz to

3 THz and above classify as Terahertz (THz) waves. There

are many advantages to expanding the use of their shorter
wavelength. For communications, it would mean greater
spatial multiplexing and parallel channels. More importantly,
the massive bandwidth in this portion of the spectrum can be
used for high data-rate wireline and wireless communication.
For imaging, it would mean finer spatial resolution, enabling
applications like through-wall imaging, non-destructive
evaluation for detecting manufacturing defects, and highly
automated driving/navigation in poor visibility conditions.

New challenges arise to address the deluge of data at such
high frequencies, including devices, interconnect, power,
linearity, noise, time resolution/noise to packaging, antennas/
interface, interference, and signal processing. The Analog

in the THz and Optical regime session focused on the key
value and challenges for analog device, circuit, and system
solutions, addressing analog interface future modality
requirements and application needs.

THz integrated circuits and applications

Research on transistors that operate in the 100 GHz to

2-3 THz range is gaining momentum. The main challenge

is to reduce cost and increase market size. Bandwidth will
increase for the SiGe, InP HBT, InP HEMT, and GaN variety but is
likely limited for CMOS, wherein further scaling by shortening
gates and use of FinFETs is providing diminishing returns?2.

It then becomes necessary to consider technologies other
than CMOS. InP Bipolar Transistors, for example, give greater
electron transport (v, = 3.5x10” cm/s) than Silicon (v, = 1x10"
cm/s). Also, InP HBTs have wider bandgap and, hence, higher
breakdown field. Figure 1.15 gives better context of the
structure of the InP HBT and tabulates strategies to increase
bandwidth. Table 1 gives a scaling roadmap for the InP HBT
that leads to ultra-low resistivity contacts??. It is prudent to
recognize tradeoffs at advanced nodes. For instance, at the
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PYAU to double the bandwidth:

change

emitter & collector junction widths

decrease 4:1

current density (mA/p1m?)

increase 4:1

current density (mA/um)

constant

collector depletion thickness

decrease 2:1

P+ InGaAs base

base thickness

decrease 1.4:1

N- InP collector
N+ InP subcollector

emitter & base contact resistivities

decrease 4:1

Figure 1.15: InP HBT structure and scaling strategies to double
bandwidth (courtesy of Mark Rodwell, UC Santa Barbara??)

Table 1: InP bipolar scaling roadmap

Emitter

Junction width 128 64 32 nm
- -

Access resistivity 4 2 1 Q- cm?

Base

Contact width 128 64 32 nm
- -

Contact resistivity 5 2 1.15 Q- cm?

Collector

Thickness 75 53 38 Nm

Current density 18 i d 36 i d 72 mA/um?

Breakdown 3.3 2.75 ~2 Y,

fr 730 1000 1400 GHz

Fo 1400 — 2000 — 2800  GHz

Digital M/S latch 330 480 660 GHz

64 nm/ 2 THz and 32 nm/ 3 THz node, there is a need for
higher base contact doping for greater 3 and for moderate
contact penetration. It is possible to employ base regrowth
using thin, moderately doped intrinsic base InGaAs or GaAsSb
with a carrier concentration of about 10'°/cm?. By current
process runs, it is also seen that GaAsSb intrinsic base is
resistant to hydrogen passivation of carbon base dopants.

A similar prognosis for improving InAs MOS-HEMTs reveals
that these transistors will run into scaling limits in terms of
gate insulator thickness and source access resistance. These
may limit f_to about 1200 GHz and f,_to about 3000 GHz.

ax

CMOS platforms For THz imaging, sensing, and
communication

There are challenges in realizing high-performance THz
circuitry in CMOS technology. The highest unity current
gain frequency, f,, and unity maximum available power gain

frequency, f__, of NMOS transistors fabricated are around

max’

280 and 320 GHz, respectively, in 45 nm technology?®.
Interconnects to top metal layers significantly reduce

24 Grand Challenge Challenge

performance by introducing parasitic capacitance, resistance,
and inductance. Also, reducing supply voltage with the
technology scaling makes generation of a sufficient power
level more difficult. Nevertheless, the nonlinearity of
components like Schottky diodes and MOS varactor diodes?*
with cutoff frequencies over 2 THz has been exploited in

an attempt to operate in this frequency regime. Further
encouraging are findings that efficiency of on-chip patch
antennas realized in a 130-nm CMOS process with a 2 mm thick
top metal layer and a total dielectric thickness between silicon
and the aluminum bond pad layer of 7 mm actually improves
to ~80 percent at 1 THz from ~30 percent at 300 GHz?**. The
highest output power level of CMOS circuits is shown to be -1
dBm at 300 GHz. Also, lII-V devices generate 5-15 dB higher
power over the same frequency range. Interestingly, a cascade
of a symmetric MOS varactor frequency quintupler and an
asymmetric MOS varactor frequency doubler can be used to
generate —23 dBm at 1.3 THz and is only 5 dB less than that

of its IlI-V circuit counterpart?*. This suggests a possibility to
reduce the gap between the output power levels of CMOS and
II-V circuits at this frequency regime.

Receivers can be categorized into either incoherent
receivers, which detect only the amplitude of input signals,
and coherent receivers, which detect both the amplitude
and phase. The lowest measured noise figures for CMOS
receivers are 9 dB at 200 GHz, rising to 16 dB at 305 GHz, and
they are 4.2 dB and 7.7 dB higher than receiver circuits using
I1I-V devices at the respective frequencies. At frequencies
above 300 GHz, noise figures of CMOS and SiGe HBT circuits
increase due to higher order subharmonic mixing. Also, the
signal strength of the integrated frequency multiplied local
oscillator at these frequencies is insufficient to properly
switch devices, and this again degrades conversion loss and
noise figure. However, this problem can be solved by using a
separate high-power-high-efficiency frequency multiplier and by
lowering the order of sub-harmonic mixing.
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Figure 1.16: Short-term performance targets for High Elevation Angle Resolution in automotive radar
(courtesy of Brian Ginsburg, Texas Instruments?°)

THz transceivers have many everyday applications. A THz
imaging system could typically include a pixel array, analog
multiplexers, an amplifier bank external to the pixel array,
and column and row decoders. A pixel consists of a patch
antenna, a diode connected transistor for detection, a
double-stub matching network, and an access transistor?*2¢,
It was seen that the average responsivity and NEP of the
imaging array including the amplifiers was 2600 V/W and 37
pW/vHz, respectively, with a minimum NEP of 13 pW/vHz?.
This is particularly useful to consider when designing navigation
systems in autonomous vehicles that encounter operational
challenges in visibly impaired conditions.

THz receivers can also be used in gas sensing by rotational
spectroscopy?”. To ensure that lines of different gases do not
overlap, the receiver needs to detect weak energy absorption
in the presence of much larger baseline variations, instead

of detecting a small signal in the presence of noise. Here,

a frequency modulated signal is used to enable detection

of small absorption dips. Finally, wireline communication
over a dielectric waveguide is being developed to mitigate
the complexity of high data-rate communication over

copper wires?. Frequency-division multiplexing (FDM) and
polarization-division multiplexing (PDM) can be simultaneously
used to increase the data rate over a given bandwidth?.

Automotive and Industrial Radar

Increased resolution of automotive radar, now in the 77

GHz regime®, has been integrated into algorithms that

guide autonomous control of vehicles, including Blind-Spot
Detection (BSD), Adaptive Cruise Control (ACC), Lane-Change
Assist (LCA), Cross-Traffic Alert (CTA) and Autonomous
Emergency Braking (AEB). Figure 1.16 shows graphically two
target milestones in terms of angular resolution for obstacle
detection. It is derived that for a 0.3° radar, a 70x70cm array
would need as many as 122,500 antennas and requires MIMO
or advanced algorithms to have feasible hardware complexity.

While moving to higher frequencies can achieve the target
angular resolution in a smaller form factor, it comes with a
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penalty in Signal-to-Noise Ratio (SNR), which is contingent
on output power, antenna gain, wavelength, noise factor,

and the target's radar cross-section, among other metrics.
Complicating this is the fact that the reflected signal from a
target drops as 1/R* over range R while interfering power from
a single radar drops as 1/R2. It is also important to optimize
application-specific data rates for SIMO and MIMO systems. It
behooves designers to consider that low-level sensor fusion
will require moving 10s-100s of Gbps of radar, camera, and
Lidar data to high performance fusion nodes in the near
future, and that such high-traffic signal processing should be
compatible with passive cooling and IC packaging.

Analog Beamforming Antennas for 5G

As 5G is being implemented, we find that each facet of
interconnectivity requires its own communication protocol.
To explain further, mobile broadband requires capacity of
10 Tbps/km?, Internet of Things requires ultra-high density
of 1 million nodes/km?, and so on. A 5G analog beamforming
antenna array would have to be accurately designed to have
the electrical length from the central feed point to each
antenna patch be identical in terms of phase and loss. It
becomes necessary to evaluate if mm-Wave communication
merits the cost of these dense-phased arrays. There are
also associated challenges of IC Fabrication, testing, and
packaging (particularly, the avoidance of cracks in solder
bumps). In operation, even in the worst case of when 4
channels add coherently, a -60 dB isolation is required with a
input-output parasitic capacitance of less than 10 fF3'.

To make dense edge-based signal processing arrays, a harder
look at electroforming, casting, and 3D printing technologies is
needed. Similarly, for dense broadside arrays, dense control
1/O and better thermal design are imperative. It may also help
to explore the variations in output power versus the number
of antenna elements for different device technologies like
GaN, SiGe, SOI/CMOS, etc. All these factors constitute an
approach of codesign between antenna design, IC design, and
waveform engineering.
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Integrated Silicon Photonics for Communication
and Sensing

A key component in integrated photonics is the optical

ring resonator. The setup generally consists of an input

linear waveguide, the light coupled to a ring waveguide

that acts as an optical resonator at resonant wavelengths.
The strength of coupling depends on their separation and
respective refractive indices. The light of built-up intensity
may be coupled to an output bus waveguide, which serves

as a detector. The system, therefore, behaves as an optical
filter with its appropriate transfer function. Such a transfer
function is shifted in and out of resonance by depleting
carriers out of the ring resonator. One nice development has
been the use of interleaved junctions in the transmit modulator
around the ring. This structure (Figure 1.17), enabled by
advanced lithography, helps to fully deplete the junction of
carriers at low voltages like 1-1.5 V for the largest frequency
shift. The result is highly sensitive structures with quality
factors of up to 200,000%2. This can be driven with CMOS logic
inverter (1.2 Vpp) to enable a 5 Gb/s data rate at a 3 pJ/bit
optical energy cost33 and about 3 dB insertion loss.

For communication, if the system is to function as a transceiver,
it is necessary to account for insertion loss from input laser

to photodetector and associated modulation loss. When
accounting for electrical overhead in terms of Energy/bit,
design must consider power consumption by the serializer,
photodetector capacitance in the receiver, etc. Also, there is the
challenge of increasing voltage requirements for effecting
sufficient photons per bit at higher data rates. Plus, with
every new ring added, there is a cost in thermal tuning.

Analog-photonic links are now used to simplify mm-wave
node IC architectures and can handle up to 1000 antennas
per chip. They have also greatly increased energy savings
in the process and are vastly more energy-efficient than
the digital links in the signal chain. Figure 1.18 shows

a breakdown of comparative power consumption in the
constituent (digital and analog/photonic) architectures.

Key Areas of Focus and Follow-on Research

Device exploration for THz solutions: Key to THz application
is transmission and reception of signals in the greater-than
100GHz through low THz range of frequencies. This requires
power efficient gain and detection of signals with appropriate
linearity and noise via “devices” (transistors typically). This
will require:

« Fundamental limits analysis of multiple technologies
(i.e., CMQOS, GaN SiGe, InP, InGaAs, and beyond) for THz
application - receivers/transmitters

26 Grand Challenge Challenge

« Benchmark comparison of technologies

« System performance implications study

CMOS (or future other) platform integration: Single device
performance is part of the solution where additional platform
processing and interface would be required. CMOS is
predominant today. Integration of specific THz active devices
and passives needs exploration and optimization.

« Integration potential and limits of technology

» Optimization function split — platform or other technology
for system solution

« Optimization of platform for THz applications (CMOS or
future other)

THz array system solutions: It is clear that future THz imaging
and communications systems require some type of beam
capability for gain and selectivity for SNR and resolution.
Architectures that are power efficient, cost competitive,
and achieve performance targets will be required, and the
optimum split is dependent on technology choice.

» Optimum array per application—frequency, BW size, and
signal distribution

» Processing architecture—distributed, aggregated, analog,
and digital

 Frequency limits for imaging—range and resolution

» Accurate, low-noise, and tightly synchronized timing
solutions/clocks

Silicon photonics integration and application: Silicon
photonics holds promise of extending frequency and
bandwidth for multiple applications, from sensing to
interconnect to communications. Challenges of integr